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The Issues: 
The data contains 33 columns that provide information about college 
students completing a preliminary year, including factors such as high 
school GPA, SAT score, federal ethnic group, gender, Pell Grant eligibility, 
attendance at orientation and experience days, resident status, athletic 
participation, completion of summer bridge, dropout proneness, 
predicted academic difficulty, educational stress, and receptivity to 
institutional help. The data also includes scores on various factors such as 
receptivity to personal counseling, social engagement, career guidance, 
and financial guidance. Other columns provide information on completed 
campus and community service requirements, faculty and peer mentor 
meetings attended, workshops attended, F17 GPA, S18 GPA, CUM GPA, 
number of credits earned, completed Connect program, reasons for not 
completing Connect, retention status, and reasons for not being retained. 
 
We address the questions: 

• The report seeks to identify which variables are most useful in 
predicting success or failure and explore the relationships between 
relevant factors and college admission success of preliminary year 
students. 

• Evaluate the goodness of fit of the model to the data and calculate 
the predicted response value for a given set of predictor values, 
and assess the accuracy of the prediction. 

 

Findings: 
Based on our analysis of the data using the provided feature name 
mapping, we have identified several key factors that are associated 



with student success at this university. 
Our findings indicate that High School GPA , SAT Score , and Federal 
Ethnic Group are important predictors of student success, with being 
White (Ethnic Group) associated with higher success rates. Additionally, 
attending campus events and completing community service 
requirements were found to be important predictors of success. 
We also found that being a male student is associated with lower 
success rates, while being a Pell Grant recipient or attending an 
experience day is associated with higher success rates. Dropout 
proneness, predicted academic difficulty, and receptivity to 
institutional help, academic assistance, and personal counselling were 
also significant predictors of success. 
Furthermore, our model achieved an 82% accuracy rate, correctly 
predicting the outcome for 9 out of 11 students from the test data. The 
F1 score of the model was found to be 0.86. 
 

Discussion: 
The findings of our analysis have important implications for universities and 
their efforts to improve student success. One key takeaway is that a 
combination of both academic and non-academic factors can significantly 
impact student outcomes. Therefore, universities should consider 
addressing these factors in their recruitment, retention, and support 
programs. And the early identification and support for students who may be 
at risk of dropping out or experiencing academic difficulty can greatly 
improve their chances of success. Receptivity to institutional help, academic 
assistance, and personal counseling were all significant predictors of 
success. 
 

Appendix A: Methods 
Data collection: The data set is a subset of the data from the book An 
introduction to statistical learning with R. 
Variable creation: The data contains 33 columns that provide 
information about college students completing a preliminary year, 
including factors such as high school GPA, SAT score, federal ethnic 
group, gender, Pell Grant eligibility, attendance at orientation and 



experience days, resident status, athletic participation, completion of 
summer bridge, dropout proneness, predicted academic difficulty, 
educational stress, and receptivity to institutional help. The data also 
includes scores on various factors such as receptivity to personal 
counseling, social engagement, career guidance, and financial guidance. 
Other columns provide information on completed campus and 
community service requirements, faculty and peer mentor meetings 
attended, workshops attended, F17 GPA, S18 GPA, CUM GPA, number of 
credits earned, completed Connect program, reasons for not completing 
Connect, retention status, and reasons for not being retained. Post pre-
processing the data is transformed into 36 features. 

Analytic methods: 
The data was loaded into a pandas dataframe and analysed for outliers 
and missing values. Boxplots were used to identify the outliers, and rows 
with outliers were dropped. Rows with more than 25 missing values were 
also dropped. Column names were replaced with f0, f1, ... for easier 
access. 
A pre-processing pipeline was created to handle missing values and 
categorical features. For ethnicity, the simple imputer was used to fill 
missing values with a constant "Not specified," and the one-hot encoder 
was used to handle categorical values. For all other binary features, the 
simple imputer with the "most_frequent" strategy was applied to fill the 
missing values. For gender, the simple imputer was used to fill missing 
values with "most_frequent," and then the one-hot encoder was applied. 
For all other numerical columns, the simple imputer with the "median" 
strategy was applied. The remaining three text columns were dropped 
from the dataframe. 
The resulting dataframe had 36 columns and was separated into train 
and test sets with a 90% train and 10% test split. The logistic regression 
class from the sklearn library was used to train the model. The model was 
then tested with the 10% test data, and a confusion matrix, precision-
recall curve, and f1-score were computed. 
 
 

 



Appendix B: Results 
The dataset contains 108 records and 33 columns. And the descriptive 
stats for numerical features are computed.  
 
The data was preprocessed using a pipeline, which included filling 
missing values with appropriate strategies and encoding categorical 
variables. After preprocessing, the dataset consisted of 36 columns. 
Descriptive statistics were computed for the dataset. The majority of the 
students were female (54%), and the mean GPA was 3.12. The mean SAT 
score was 1844, and the mean high school GPA was 3.29. In terms of 
ethnicity, the largest group was White (62%), followed by Not specified 
(19%) and African American (11%). 

  
The above boxplots confirms there are outliers in the dataset. Dropped 
the records with outliers and maximum missing values and then trained 
the model using sci-kit learn’s LogisticRegression class. 
 
We have achieved an F1 score of 0.86, indicating that our model has a 
good balance between precision and recall. This suggests that our model 
is able to correctly identify a high percentage of positive cases while 
minimizing false positives and false negatives, which is a good indicator 
of its predictive performance. 



 
Here is the confusion matrix values. 
 

array([[3, 0], [2, 6]]) 



Here is the list features sorted based on co-efficient scores 

 



Appendix C: Code 
The statistical analysis is performed using following code and a linear 
model is trained using sklearn package of python. 
a. Importing required libraries and loading the dataset into pandas 

dataframe 

 

 
b. Dataframe describe method is used to generate descriptive stats of all 

the numerical columns. 

 
c. Renamed the columns in the dataframe using following code. 

 



 
d. Boxplots are plotted on selected columns to confirm the outliers. 

 

 
e. To drop the rows with more than 25 missing values and the resulting 

dataframe has 106 rows. 

 

 
f. The data pre-processing is done using following code and the 



resulting dataframe has 36 columns. 

 

 
 

g. To check the column headers, 

 
h. The pre-processor genertes a numpy array as the output, below 

converts the numpy array into pandas dataframe. 

 
 

i. For separating train and test data sets. 



 
j. To train the model 

 
k. Here is the code to make predictions on test set and computing 

confusion matrix. 

 

 
l. Code for plotting precision-recall curve

 
m.  Finally, for computing f1-score and check the co-efficients 



 


